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A B S T R A C T   

Deep learning has shown tremendous potential in many real-life applications in different domains. One of these 
potentials is object detection. Recent object detection which is based on deep learning models has achieved 
promising results concerning the finding of an object in images. The objective of this paper is to annotate and 
localize the medical face mask objects in real-life images. Wearing a medical face mask in public areas, protect 
people from COVID-19 transmission among them. The proposed model consists of two components. The first 
component is designed for the feature extraction process based on the ResNet-50 deep transfer learning model. 
While the second component is designed for the detection of medical face masks based on YOLO v2. Two medical 
face masks datasets have been combined in one dataset to be investigated through this research. To improve the 
object detection process, mean IoU has been used to estimate the best number of anchor boxes. The achieved 
results concluded that the adam optimizer achieved the highest average precision percentage of 81% as a de
tector. Finally, a comparative result with related work has been presented at the end of the research. The pro
posed detector achieved higher accuracy and precision than the related work.   

1. Introduction 

The outbreak of coronavirus (COVID-19) has forced many countries 
to initiate new rules for face mask-wearing. Governments have started 
working on new strategies to manage spaces, social distancing, and 
supplies for medical staff and normal people. Also, the government has 
forced hospitals and other organizations to apply new infection pre
vention measures to stop the spreading of COVID-19. The COVID-19 
transmission rate is about 2.4 (Ferguson et al., 2020; Sun & Zhai, 
2020). However, the transmission rate may vary according to the mea
surement and policies applied by the governments. As COVID-19 is 
transmitted through airdrops and close contact, Governments have 
started applying new rules forcing people to wear face masks. The goal 
of wearing face masks is to reduce the transmission and spreading rate. 
The World Health Organization (WHO) has recommended the usage of 
personal protective equipment (PPE) among people and in medical care. 
However, the ability of most of the countries to expand the production of 

PPE is very limited (PPE, 2020). 
Today, COVID-19 is a significant public health and economy issue 

due to the detrimental effects of the virus on people’s quality of life, 
contributing to acute respiratory infections, mortality and financial 
crises worldwide (Rahmani & Mirmahaleh, 2020). According to (WHO, 
2020), more than six million cases were infected by COVID-19 in more 
than 180 countries with death-rate of 3%. The COVID-19 spreads easily 
in crowded environments and close contact. Governments are facing 
extraordinary challenges and risks to protect people from coronavirus in 
many countries (Altmann, Douek, & Boyton, 2020). As people are forced 
by laws to wear face masks in public in many countries, masked face 
detection is a key to face applications, such as object detection (Wu, 
Sahoo, & Hoi, 2020). To fight and win in the battle against COVID-19 
pandemic, Governments need guidance and surveillance on people in 
public areas, especially the crowded to ensure that wearing face masks 
laws are applied. This could be applied through the integration between 
surveillance systems and Artificial Intelligence models. 
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The main objective of this research is to detect and locate a medical 
face mask in an image as illustrated in Fig. 1. In this paper, the medical 
masked face is the main focus of research to reduce the spreading and 
transmission of Coronavirus specially COVID-19. Given an image, a re
gion of the medical masked face on the input image based on YOLO-v2 
with ResNet-50 will be illustrated in the output image. 

All object detection methods classify machine learning-based and 
deep learning. Machine learning detectors such as Scale-invariant 
feature transform (SIFT) (Lowe, 1999), and Histogram of oriented gra
dients (HOG) (Lowe, 2004). Deep learning detectors such as region 
convolutional neural network (R-CNN (Girshick, Donahue, Darrell, & 
Malik, 2014), Fast R-CNN (Girshick, 2015), Faster R-CNN (Ren, He, 
Girshick, & Sun, 2017), You Only Look Once (YOLO v1 (Redmon, Div
vala, Girshick, & Farhadi, 2016), v2 (Redmon & Farhadi, 2017), v3 (Lee, 
Lee, Lee, & Kim, 2019), and Single Shot Multi-Box Detector (SSD) (Liu 
et al., 2016). YOLO family rather than region convolutional neural 
network family designed for high speed and performance. The main 
contributions of this paper are conducted as follows:  

1) A novel deep learning detector model that automatically finds and 
localize medical masked face on an image.  

2) A New masked face dataset using two public masked face datasets to 
get rid of the dataset’s scarcity problem.  

3) The proposed model improves detection performance by introducing 
mean IoU to estimate the best number of anchor boxes.  

4) Two optimizers are used in training to get the highest performance 
possible.  

5) YOLO-v2 detector is an effective model to find a masked face on 
input image based on ResNet-50. 

2. Related works 

Object detection from an image is probably the deepest aspect of 
computer vision due to widely used in many cases. There has been su
pervised or unsupervised based learn in the field of computer vision to 
outfit the work of object detection in an image. This section conducts the 
recent academic papers for applying representative works related to 
object detection based on deep learning for the medical face mask. Most 
of mask face detection focus on face construction and face recognition 
based on traditional machine learning techniques. In this paper, our 
focus is on detecting and find the human who is wearing a face mask to 
help in lessening the spreading of the COVID-19. The authors of this 
paper also designed a lot of deep learning architecture based on solving 
image classification problems in many scientific fields (El-Sawy, 
EL-Bakry, & Loey, 2017; El-Sawy, Loey, & EL-Bakry, 2017; Khalifa, 
Taha, & Hassanien, 2018; Khalifa, Taha, Hassanien, & Hemedan, 2019; 
Khalifa, Taha, Ezzat Ali, Slowik, & Hassanien, 2020; Loey, Smarand
ache, & Khalifa, 2020). 

In (Ejaz et al., 2019), authors have implemented a classical machine 
learning method to recognize masked and unmasked face using 

Principal Component Analysis (PCA). The paper concluded that face 
without a mask gives a better recognition rate in PCA. It is found that 
extracting features from a masked face is less than an unmasked face. 
They found that the accuracy of mask face classification using the PCA is 
related to wear masks. When wearing a mask, the accuracy decreases to 
70%. In (Ud Din, Javed, Bae, & Yi, 2020) proposed a novel GAN-based 
network to remove mask objects in facial images. The proposed GAN 
used two discriminators: The first one extracts the global structure of the 
masked face, The Second one extract the missing region from the 
masked face. In the training process, they used paired synthetic datasets. 
The outcome of the introduced model producing high-quality results for 
removing masked from the face. In (Loey, Manogaran, Taha, & Khalifa, 
2021), the authors proposed a hybrid deep transfer learning model with 
machine learning methods for face mask classification. The proposed 
model consisted two phases 1) feature extraction base on ResNet50 2) 
classification based on SVM, decision tree, and ensemble. Three datasets 
were used as benchmarks to evaluate the proposed methodology. The 
SVM classifier achieved the highest accuracy with 99.64%. In (Ge, Li, 
Ye, & Luo, 2017). The authors proposed a model and dataset to find the 
normal and masked face in the wild. They introduced a large dataset 
Masked Faces (MAFA), which has 35, 806 masked faces. The proposed 
model based on a convolutional neural network called LLE-CNNs, which 
consists of three modules (a proposal, embedding, and verification). The 
works showed that LLE-CNNs using MAFA achieved the average preci
sion equal to 76.1%. 

3. Datasets Characteristics 

This paper conducted its experiments based on two public medical 
face mask datasets. The first dataset is Medical Masks Dataset (MMD) 
published by Mikolaj Witkowski (https://www.kaggle.com/vtech6/me 
dical-masks-dataset). The MMD dataset consists of 682 pictures with 
over 3k medical masked faces wearing masks. Fig. 2 illustrates samples 
of images in MMD. 

The second public masked face dataset is a Face Mask Dataset (FMD) 
in (https://www.kaggle.com/andrewmvd/face-mask-detection). The 
FMD dataset consists of 853 images. Some samples of the FMD are 
introduced in Fig. 3. We created a new dataset by combining MMD and 
FMD. The merged dataset contains 1415 images by removing bad 
quality images and redundancy. 

4. The Proposed Detector Model 

Fig. 4 presents the architecture diagram of the proposed detector 
model. The introduced model includes three main components: the first 
component is the number of anchor boxes, the second component is the 
data augmentation, the final main component is the detector. Fig. 4 il
lustrates the proposed detector model. Mainly, the detector used 
YOLOv2 with ResNet-50 for the feature extraction and detection in the 
training, validation, and testing phase. 

Fig. 1. The outcome of the proposed masked face detector.  
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4.1. Estimate Anchor Boxes 

Estimating the number of anchor boxes is an important stage to 
produce a high-performance detector. To compute the number anchor 
boxes, we visualize the labeled boxes of images as shown in Fig. 5. The 
figure illustrates a similar size of objects. The proposed model used mean 
Intersection over Union (IoU) as illustrated in equation (1) (Barthakur & 
Sarma, 2019) distance metric to estimate the number of anchor boxes. 
IoU in object detection is a method to calculate the distance of similarity 
between the bounding box of target and predicted output. In the training 
data, the mean IoU guarantee that the anchor boxes overlap with the 
boxes. The best number of anchors is 23 (mean IoU = 0.8634) to in
crease detector performance as shown in Fig. 6. 

IoU =
Overlap Area between bounding box of target and predicted

Combined Area between bounding box of target and predicted
(1)  

4.2. Data Augmentation 

Data augmentation is a method that can be used to artificially in
crease the diversity of datasets for training detectors. By transforming 
the original masked face images during training. Data augmentation 
improves the performance of the detector in training (AbdElNabi, 
Wajeeh Jasim, EL-Bakry, Taha, & Khalifa, 2020; Loey, ElSawy, & Afify, 
2020; Loey, Naman, & Zayed, 2020). Data and their box labels were 
flipped horizontally to increase the masked face dataset as shown in 
Fig. 7. 

4.3. YOLO v2 with ResNet-50 Detector 

In 2016, YOLO v2 and YOLO 9000 was proposed by J. Redmon and 
A. Farhadi (Redmon & Farhadi, 2017). YOLO v2 object detection deep 
network is composed of feature extraction network and detection 
network as shown in Fig. 8. The feature extraction network (ResNet-50) 
is a deep transfer learning model. In the proposed model, ResNet-50 
used as a deep transfer model for feature extraction. A residual neural 

Fig. 2. Samples of MMD dataset.  

Fig. 3. Samples of FMD dataset images.  

Fig. 4. The proposed detector model.  
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network (ResNet) is a class of deep transfer learning based on a residual 
network (He, Zhang, Ren, & Sun, 2016). ResNet-50 has 16 residual 
bottleneck blocks each block has convolution size 1x1, 3x3, and 1x1 
with feature maps (64, 128, 256, 512, 1024) as shown in Fig. 8 (ResNet 
part). The detection network (YOLO v2) is a convolutional neural 
network contain few convolutional layers, transform layer, and finally 
output layer. The transform layer extracts activations of convolutional 
layer and improves the steadiness of the deep neural network. The 
transform layer converts the bounding box forecast to be in outlines of 
the target box. The locations of pure bounding box of the goal is pro
duced by the output layer. 

To compute mean squared error loss between training predicted 
bounding boxes and the target in YOLO v2, the loss function of YOLO v2 
is calculated as (Redmon et al., 2016), (Redmon & Farhadi, 2017): 

YOLO v2 loss = Localization loss + Confidence loss + Classification loss
(2) 

Localization loss measures error between the target and the pre
dicted bounding box. The coefficients for calculating the localization 
loss include the width (w) and height (h) of the grid cell of the bounding 
box. The localization loss coefficients are calculated as follows (equation 
3). 

Localization loss = q1

∑g2

a=0

∑v

b=0
1obj

ij
[
(xi − x̂i)

2
+ (yi − ŷi)

2 ]

+ q1

∑g2

a=0

∑v

b=0
1obj

ij

[
( ̅̅̅̅̅

wi
√

−
̅̅̅̅̅
ŵi

√ )2
+

(
̅̅̅̅
hi

√
−

̅̅̅̅̅

ĥi

√ )2
]

(3)  

Where q1 is a weight, g is a count of grid cells, v is a count of bounding 
boxes in each g, (xi, yi) is a center of v in g, (wi, hi) is a width and height of 
v in g, (x̂i, ŷi) is a center of the target in g, (ŵi, ĥi) is a center of the target 
in g, 1obj

ij is 1 when there is an object in v in each g otherwise 0. 
Confidence loss computes the confidence score of error when an 

object is detected in the v bounding box of g. The coefficients of confi
dence loss are calculated in equation 4. 

Confidence loss = q2

∑g2

a=0

∑v

b=0
1obj

ij (csi − ĉsi)
2
+ q3

∑g2

i=0

∑v

j=0
1noobj

ij (csi − ĉsi)
2

(4)  

Where q2, q3 is a weight of confidence error, csi is the confidence score of 
v in g, ĉsi is the confidence score of the target in g, 1obj

ij is 1 when there is 

an object in v in each g otherwise 0, 1noobj
ij is 1 when there is no object in v 

in each g otherwise 0. 
The classification loss measures the error between the class condi

tional probabilities for each class in grid cell i. The parameters for 
computing the classification loss are defined in equation 5. 

Classification loss = q4

∑g2

a=0
1obj

i

∑

z∈classes
(pi(z) − p̂i(z) )2 (5)  

Where q4, is a weight of Classification error, pi(z) and p̂i(z) is the prob
ability of object estimated and actual conditional class in grid cell a. 

5. Experimental Results 

To evaluate the YOLO v2 with ResNet-50 performance to find and 
localize the medical masked face, different experiments have been 
conducted throughout this research. The proposed model was imple
mented on the system having the following specifications: The GPU used 
NVIDIA RTX with the CUDA with Tensorflow, MATLAB, and Deep 

Fig. 5. Visualize the labeled boxes of Medical Masked faces images.  

Fig. 6. Mean IoU of number of anchors for Medical Masked faces images.  

Fig. 7. Sample of data augmentation in Medical Masked faces images.  
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Neural Network library (CuDNN) for GPU learning. The experiment 
configuration is presented in Table 1. 

Dataset split up to 70% training images, 10% validation images, and 
20% testing images. The configuration of YOLO v2 with ResNet-50 with 
initial learning rate (σ) and the number of epochs equal to 60 as illus
trated in Table 1. The mini-batch size of the detector is set to 64. In terms 
of optimizer technique, Stochastic Gradient Descent with momentum 
(SGDM) (Sutskever, Martens, Dahl, & Hinton, 2013) and Adam (Kingma, 
2015) is chosen to be our optimizer technique to improve detector 
performance. 

Tables 2 and 3 illustrate the training process using SGDM and Adam. 
SGDM achieves less time consumption in training than Adam. From 
Tables 1 and 2, we conclude that SGDM is better than Adam on time and 
validation Root Mean Square Error (RMSE) and validation Loss. But 
Adam is better than SGDM in Mini-batch RMSE and Loss. 

5.1. Detector Performance Evaluation 

The performance measurement of the proposed detector model was 
quantitatively evaluating. The most common performance metrics in the 

field of deep learning detection are average precision and log-average 
miss rates. The average precision (AP) (Padilla, Netto, & da Silva, 
2020) combines recall and precision as shown in equation (6) to eval
uate the ability of the detector to find all relevant objects and the ability 
of the detector to detect objects correctly. At all recall levels, the ideal 
precision is one. log-average miss rates are a mean of nine False Positives 
Per Image (FPPI) miss rate in the range of 10− 3to 100to give stable 
performance (Dollar, Wojek, Schiele, & Perona, 2012; Dollar, Appel, 
Belongie, & Perona, 2014). As shown in Figs. 9 and 10, Adam optimizer 
AP = 0.81 is better than SGDM AP = 0.61 in all recall levels. Also, it can 
be clearly seen that Adam optimizer log-average miss rates = 0.4 is 
better than SGDM log-average miss rates = 0.6. 

average precision =

∑
percision
recall

(6) 

Fig. 8. Proposed detector based on YOLO v2 with ResNet-50.  

Table 1 
Configuration of the proposed Detector model.  

Model Batch size Epoch Learning Rate Optimizer 

Detector 
64 60 0.001 sgdm 
64 60 0.001 adam  

Table 2 
The training and validation process based on SGDM.  

Epoch Iteration Time 
Elapsed 

Mini- 
batch 
(RMSE) 

Validation 
(RMSE) 

Mini- 
batch 
Loss 

Validation 
Loss 

10 150 0:15:03 0.90 0.88 0.8187 0.7818 
20 300 0:30:18 0.74 0.82 0.5484 0.6661 
30 450 0:45:11 0.65 0.79 0.4240 0.6229 
40 600 1:00:12 0.63 0.77 0.3967 0.5908 
50 750 1:14:58 0.56 0.78 0.3083 0.6051 
60 900 1:29:41 0.53 0.78 0.2808 0.6066  
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5.2. Comparison with related works and Discussion 

The proposed detector model outcomes of using YOLO v2 with 
ResNet-50 models in MMD and FMD datasets are shown in Fig. 11. The 
YOLO v2 with the ResNet-50 model performs better in medical masked 
face detection, which introduced the effectiveness of the proposed 
model in medical masked face detection. We improve our model by 
using Adam optimizer. Most of related work focus on classification of 
mask face only. Performance comparison of different methods in term of 
Accuracy (AC), and Average Precision (AP) shown in Table 4. The 
related work presented in (Ge et al., 2017) used the MAFA dataset which 
includes the real masked face dataset. The authors of (Ge et al., 2017) 
achieved a testing average precision equal to 76.1% using LLE-CNN. The 
drawback of their MAFA dataset is not specified in the medical mask, it 
also detects any mask on the face as a medical mask. In the presented 
work, the average precision equal to 81% using YOLOv2 with ResNet-50 
based on Adam optimizer. By analyzing the performance of YOLO v2 
based on ResNet-50 in handling medical masked faces with the different 
optimizers, we find that the performance measurement of all masked 
face detectors increases sharply on masked faces with strong occlusions. 
Although our detector performs the best, its AP only reaches 81% based 
on Adam optimizer. 

6. Conclusion and Future Works 

In this work, we have introduced a novel model for medical masked 
face detection, focusing on medical mask object to prevent COVID-19 
spreads from human to human. For image detection, we have 
employed the YOLO v2 based ResNet-50 model to produce high- 
performance outcomes. The proposed model improves detection per
formance by introducing mean IoU to estimate the best number of an
chor boxes. To train and validate our detector in a supervised state, we 
design a new dataset based on two public masked face datasets. 
Furthermore, performance metrics such as AP and log-average miss rates 
score had been studied for SGDM and Adam optimizer experiments. We 
have shown that the proposed model scheme of YOLOv2 with ResNet-50 
is an effective model to detect a medical masked face. As a future study, 
we plan to detect a kind of masked face in image and video-based on 
deep learning models. 

Funding 

This research received no external funding. 

Table 3 
The training and validation process based on Adam.  

Epoch Iteration Time Elapsed Mini-batch (RMSE) Validation (RMSE) Mini-batch Loss Validation Loss 

10 150 00:15:07 0.60 0.70 0.3584 0.4918 
20 300 00:30:05 0.53 0.71 0.2817 0.4989 
30 450 00:45:11 0.48 0.72 0.2265 0.5223 
40 600 01:00:35 0.46 0.71 0.2147 0.5046 
50 750 01:15:53 0.43 0.72 0.1878 0.5214 
60 900 01:31:06 0.38 0.81 0.1416 0.6573  

Fig. 9. Detector average precision and log-average miss rates based on SGDM.  

Fig. 10. Detector average precision and log-average miss rates based on Adam.  
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